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Abstract—This article presents an energy regulator based on a
Model Predictive Control (MPC) algorithm for a Voltage Source
Converter (VSC). The MPC is formulated to optimise the converter
performance according to the weights defined in an objective func-
tion that trades off additional features, such as current harmonic
distortion, reactive power tracking and DC bus voltage oscillation.
Differently from most approaches found in the research literature,
the MPC proposed here considers the coupling dynamics between
the AC and DC sides of the VSC. This study is focused on the
example case of a single-phase VSC, which presents a nonlinear
relationship between its AC and DC sides and a sustained double-
line frequency power disturbance in its DC bus. To reduce the
burden of the MPC, the controller is formulated to benefit from the
slow energy dynamics of the system. Thus, the cascaded structure
typically used in the control of VSCs is kept and the MPC is set
as an energy regulator at a reduced sampling frequency while the
current control relies on a fast inner controller. The computational
burden of the algorithm is further reduced by using a linear time-
varying approximation. The controller is presented in detail and
experimental validation showing the performance of the algorithm
is provided.

Index Terms—Energy regulator, linear time-varying systems,
model predictive control, power converter.

I. INTRODUCTION

THE use of power electronic converters to interface loads
and generation units to the electrical grid has become more

prominent over the past decades and it is foreseen that this trend
will continue in the near future. This will require cost-effective
power converters that can withstand disturbances, ensure power
quality and operate safely within their physical limits. Some of
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these requirements can be addressed through the design of con-
trollers for the converter. While well-known controller structures
based on linear regulators are predominant in industrial practice,
advanced techniques based on Model Predictive Control (MPC)
for high power applications are gaining momentum in recent
years [1], [2]. The success of MPC is found in its capability
to define the control action as an optimization problem, which
estimates the future behaviour of the system based on the system
information at the current time. MPC can then be used to im-
prove the performance achieved with conventional controllers,
since different system features, such as dynamic response or
efficiency, amongst others, can be optimised and traded-off
while input and output system constraints can be included in the
control algorithm. These features provide interesting advantages
for the utilisation of the converter hardware resources, allowing
a closer operation to its design limits [3], [4]. Typically, the
calculation of the MPC solution is comparatively harder than
the calculation of a conventional linear controller. However,
the development of techniques to simplify the solution of the
optmisation problem and the development of more powerful
hardware platforms that can perform complex computations
creates an opportunity to consider advanced control techniques,
such as MPC, for real-time control of power electronics.

Most of the prior work in the literature on MPC for power elec-
tronic converters consider predictive algorithms that optimise
the converter switching patterns and perform basic reference
tracking [5]. The main drawbacks of the most basic implemen-
tation of this idea, the Finite Control Set (FCS)-MPC, are the
variable switching frequency and the fact that its computational
cost grows exponentially with the prediction horizon [2], [6].
Different improved formulations can be found in the literature
that overcome these limitations achieving constant modulation
patterns and/or improved harmonic distortion (e.g. [5], [7],
[8]). A different family of techniques, known as indirect MPC
strategies, combine the predictive algorithm with an independent
modulation block [5]. First, the use of hybrid models that com-
bined explicit-MPC and Pulse Width Modulation (PWM) were
proposed (e.g. [9], [10]). These techniques were found difficult
to scale to complex converter topologies due to the large memory
requirements and a large amount of off-line calculations. The
decoupling of the predictive algorithm and the modulation stage
also lead to defining the MPC as a conventional optimization
problem, generally simplified as a Quadratic Programming (QP)
problem [5]. Despite the local improvements that most MPC
strategies provide on the regulation of the current and/or the
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optimisation of the switching stage of the converter [5], [11],
[12], the regulation of the energy stored within the DC bus of the
converter is not addressed by the predictive algorithm. In most
cases, the regulation of the converter energy is achieved using a
conventional linear regulator, often a slow Proportional-Integral
(PI) controller. Consequently, the overall system performance is
still influenced by the low bandwidth of this controller and may
present poor dynamic response and overshoot [13]. An attempt
to tackle this issue is found in [14], which explored the design
of a predictive controller considering the instantaneous power
of the converter (which was taken as constant as in balanced
three-phase systems). However, the methodology may not be
suitable for single-phase or unbalanced three-phase systems,
where the power would contain a double line frequency term.
As a workaround, [13] proposed a cascade-free FCS-MPC com-
bined with an averaging filter to deal with the nonlinear dynamics
of the power exchanged in a single-phase neutral-point clamped
converter. Nevertheless, this filtering inherently restricts the
bandwidth of the energy regulation. A different approach to
deal with the converter energy regulation is presented in [15],
[16], where a predictive controller is used to pre-compensate the
energy control reference of the power converter by considering
a Reference Governor (RG) structure which achieves improved
closed-loop response compared to conventional controllers. Fol-
lowing a similar idea, [17] explored the design of a predictive
reference generator based on a nonlinear model of the system,
although the real-time implementation of nonlinear optimisation
was not solved.

In this paper, the predictive algorithm is formulated as an outer
energy regulator which takes into account the average energy
dynamics of the Voltage Source Converter (VSC). Differently
from MPC strategies that address the predictive algorithm from
the modulation stage, e.g. [7], [13], the algorithm presented here
relies on a cascaded structure with a PWM modulator. Since the
instantaneous nonlinear power equality is implicitly included
in the MPC formulation, optimal transient and steady-state
performance is ensured; outperforming other strategies where
the converter energy regulation is restricted (e.g. [13]). The com-
bination of MPC with PWM can potentially lead to a reduction of
the computational effort since the integer states of the switching
stage are simplified by using a reduced equivalent model. How-
ever, the use of a PWM also leads to potential performance degra-
dation from the modulation point of view, since the optimisation
of switching stage brought by direct MPC is lost. Although the
optimisation of the modulation stage is not addressed here, a
comparison of the modulation performance between direct MPC
algorithms and conventional strategies can be found in [5], [18].

In this paper, the MPC energy regulator is designed to ac-
count for a long predictive horizon (e.g. 10 ms) in order to
optimise the closed-loop performance of all converter states.
Furthermore, the formulation of MPC as a classic optimisation
problem ensures that the addition of constraints to guarantee
that converter physical limitations are not exceeded and other
additional features, such as harmonic restrictions, can be added
with ease. The formulation of MPC problems considering the
nonlinear system equations are generally addressed by per-
forming a direct linearisation to turn the system into a Linear
Time-Invariant (LTI) one [2], [5]. While this strategy is feasible

Fig. 1. Diagram of the single-phase converter.

for short prediction horizons and reduced time-steps, the highly
nonlinear trajectories of the single-phase system detracts from
applying this approach over a long prediction horizon. This
paper presents a novel approach based on a Linear Time-Varying
(LTV) formulation. Here, the system dynamics over the receding
horizon are divided between foreseen steady-state nonlinear
periodic trajectories and a complementary LTI system is used
to formulate the MPC problem. Furthermore, the MPC is de-
signed following a hierarchical multi-rate structure; cascading
the predictive energy regulator with an inner current controller.
This approach permits one to significantly reduce the sampling
frequency of the MPC for its real-time implementation when
compared to other MPC approaches (e.g. [7], [13]). Additionally,
the design of a high-bandwidth inner regulator brings robustness
in front of fast current dynamic changes.

The LTV-MPC algorithm is presented in the example case of
a single-phase two-level converter given the particular challenge
arising from the nonlinear relationship between its AC and DC
sides, which creates a double-line frequency power disturbance.
However, the methodology can be easily extrapolated to other
complex converters, being of special interest in complex power
converters with several control degrees of freedom as shown
in [19].

II. SYSTEM MODELLING

The converter under analysis is an H-bridge single-phase
AC/DC converter, i.e. two legs and two switching devices per
leg connected to a large capacitor (see Fig. 1(a)). The AC side
is interfaced with the grid by means of a coupling filter. For
simplification purposes, the AC grid is considered as a stiff volt-
age source and the DC grid is modelled as a current source. The
semiconductor devices in power electronics converters are oper-
ated as switches that can be either closed or open. Consequently,
the converters behave as nonlinear systems operated in a discrete
fashion. However, the system can be reduced to a conventional
equivalent average model, as shown in Fig. 1(b), given that the
commutation of the switching devices lies at a much higher
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frequency than the energy dynamics to be controlled by the
MPC [20]. The DC side of the converter is then modelled as
a controlled current source and the AC side is approximated as
a controlled voltage source.

Considering that the converter losses are negligible, the power
balance within the converter is defined as

vl ilg = vdc idc. (1)

Next, the analysis of the AC side current of the equivalent
system shown in Fig. 1(b) yields

d

dt
ilg =

1

L
(vl − vg −R ilg) . (2)

The voltage of the DC bus is a function of the current flowing
through its capacitance, which gives

d

dt
vdc =

1

C
ic =

1

C

(
is −

vl ilg
vdc

)
. (3)

The resulting state-space representation of the single-phase
converter accounts for a single control variable vl, which is the
voltage modulated by the converter, and two state variables: the
DC bus voltage vdc and the AC grid current ilg . The incoming
current from the DC side is and the AC grid voltage vg are
considered to be external disturbances. The system equations
can be written in matrix form as

d

dt

[
vdc

ilg

]
=

[
0 0

0 −R
L

][
vdc

ilg

]
+

[ −ilg
C vdc

1
L

]
vl

+

[
1
C 0

0 − 1
L

][
is

vg

]
. (4)

Note that the single-phase power contains an oscillating com-
ponent at double line frequency as a result of the power balance
equation of the converter.

III. PRELIMINARY NONLINEAR MPC

This section provides a comparison between the nonlinear
MPC and the LTV approximation discussed in Section IV. The
overall control structure is illustrated in Fig. 1(a). For illus-
trative purposes, a simplified version of the energy regulator
is presented here in order to analyse the performance of the
algorithm for the nonlinear case. The preliminary nonlinear
MPC is designed to trade off the DC bus voltage oscillation
and system efficiency, i.e. root mean square (RMS) of the grid
current, as in [17]. The objective function to minimise is

min
vl,ilg,vdc

1

2

N−1∑
k=1

(vdc[k]
− v∗dc)

ᵀS(vdc[k]
− v∗dc)︸ ︷︷ ︸

term 1

+
1

2
(vdc[N]

− v∗dc)
ᵀSN (vdc[N]

− v∗dc)︸ ︷︷ ︸
term 2

+
1

2

N∑
k=1

ilg[k]

ᵀR ilg[k]︸ ︷︷ ︸
term 3

+
1

2

N−1∑
k=0

vᵀl[k]
U vl[k]︸ ︷︷ ︸

term 4

(5a)

TABLE I
PARAMETERS OF THE EXPERIMENTAL TEST-BENCH

where R, S , U are weights, and SN is a terminal weight. A
discrete-time sample is denoted by k and N is the number of
samples of the receding horizon. Term 1 stabilises and reduces
the DC bus oscillation around v∗dc, term 2 is the last sample
of the horizon, term 3 accounts for the minimisation of the AC
current and term 4 minimises the control action vl. Interestingly,
larger values ofS would cause the controller to minimise the DC
bus oscillation by injecting larger AC grid current harmonics. In
contrast, a larger R would reduce the AC grid RMS current at
the expense of increasing the DC bus oscillation. Because of this
negative correlation, it is imposed that S+R = 1. Additionally,
it is desired that the control action has a negligible impact on the
steady-state performance; thus, a very low weight is assigned to
this parameter (U ∼ 10−3).

The system equations, input and output boundaries are in-
cluded in the optimisation as the following constraints:

discrete{(4)} k = 0, . . . , N − 1 (5b)

∨
vdc ≤ vdc[k]

≤ ∧
vdc k = 1, . . . , N (5c)

∨
ilg ≤ ilg[k]

≤
∧
ilg k = 1, . . . , N (5d)

∨
vl ≤ vl[k]

≤ ∧
vl k = 0, . . . , N − 1 (5e)

where Δt is the sampling period. The discrete approxima-
tion of the plant is given by (5b) — the term discrete{·}
refers to the equivalent discrete approximation of the designated
equation — and is based on a second order truncated Taylor

series [21], sampled at frequency fmpc. The variables {
∧
ilg ,

∨
ilg} are the upper and lower bounds of ilg , {

∧
vdc,

∨
vdc} are the

operating limits of the bus voltage and {
∧
vl,

∨
vl} are bounds of

the control input. The maximum instantaneous AC current is
bounded by (5d), while (5c) bounds the values that the DC bus
voltage can take and (5e) bounds the control voltage that can be

applied. Note that | ∨
vl,

∧
vl |≤

∨
vdc.

A. Evaluation & Comparison

The LTV-MPC algorithm described in Section V has been
adapted to match the algorithm described in Section III. The
tuning parameters are summarised in Table II. First, Fig. 2 shows
the trajectories of the states for both approaches. The tuning
weight S is chosen as 0.7 so that the algorithm prioritises the
reduction of the DC bus voltage oscillation by injecting a large
harmonic content into the AC current. Nevertheless, it can be
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TABLE II
TUNING PARAMETERS OF THE PREDICTIVE ALGORITHM

Fig. 2. Comparison of the LTV and NL models over time (S = 0.7).

Fig. 3. Computation time required by solvers (tuning factor S = 0.2). This
comparison has been performed running the algorithm on a 3.5 GHz Intel Xeon.

seen that the system trajectories are quite similar, indicating that
the LTV simplification does not introduce a large modelling error
in the MPC algorithm.

Furthermore, the time-to-solution of the algorithm over 100
samples is shown in Fig. 3. Despite the simplicity of this regu-
lator compared to the full algorithm described in Section V, the
computational requirements of the nonlinear model is too high
for its implementation and the computation time with the LTV
approximation is around 2 orders of magnitude faster.

IV. LTV-MPC APPROXIMATION

This section describes the approach followed to relax the
computational burden of the nonlinear MPC algorithm by apply-
ing a linear time-varying (LTV) approximation. This approach
permits one to retain the main nonlinear dynamics of the con-
verter while the predictive algorithm can be formulated on a
linear system, thereby decreasing the computational burden of
solving the optimal control problem. The performance obtained
with the nonlinear model and the LTV approximation is shown
in Fig. 2. The LTV model is based on decoupling the system
dynamics in two differentiated levels. For convenience, they are
referred to as high-level and low-level dynamics. Similarly to the

Fig. 4. Illustration of the time signal decomposition.

small-signal analysis in linear time-invariant (LTI) systems [20],
the high-level trajectory determines the nonlinear behaviour of
the system and the low-level describes small signal deviations
around the main trajectory points. However, instead of consid-
ering a DC quiescent point, the linearisation is performed over a
time-varying trajectory. The signal decomposition is illustrated
in Fig. 4.

A. General LTV Modeling

The generic nonlinear system

d

dt
x(t) = f(x(t), u(t), w(t)) (6)

where x(t) is a generic state, u(t) is the control input and w(t) a
disturbance, is considered here to introduce the derivation of the
LTV model. This system can be regarded as a generalisation
of the converter plant in (4). The generalisation of the LTV
approximation uses the system variables

x(t) = x̃(t) + δx(t) (7)

u(t) = ũ(t) + δu(t) (8)

w(t) = w̃(t) + δw(t) (9)

where the variables designated with the accent (∼) describe
steady periodic trajectories that vary over time and the symbol δ
designates disturbances around them.

The linearisation of the system described in (6) around the
steady trajectories {x̃(t), ũ(t), w̃(t)} yields

d

dt
x(t) ≈ d

dt
x̃(t) +

d

dt
δx(t) = f(x̃(t), ũ(t), w̃(t))

+
∂f(x̃(t), ũ(t), w̃(t))

∂x
δx(t)

+
∂f(x̃(t), ũ(t), w̃(t))

∂u
δu(t)

+
∂f(x̃(t), ũ(t), w̃(t))

∂w
δw(t), (10)

where

d

dt
x̃(t) = f(x̃(t), ũ(t), w̃(t)) (11)

retains the nonlinear behaviour of the system and is obtained
based on the steady-state trajectories of the system at specific
operating points. The resulting state-space model used to define
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the optimal control problem can be expressed as

d

dt
δx(t) = A(t)δx(t) + B(t)δu(t) + E(t)δw(t), (12)

where

A(t) =
∂fx̃(t), ũ(t), w̃(t))

∂x
, (13)

B(t) = ∂f(x̃(t), ũ(t), w̃(t))

∂u
, (14)

E(t) = ∂f(x̃(t), ũ(t), w̃(t))

∂w
. (15)

The derivation of the steady-state trajectories and the resulting
linear state-space model for the example case under analysis
are provided, respectively, in Appendices A and B. The LTV
solution is evaluated at time tk over the receding control horizon
such that the resulting state-space can be expressed as

d

dt
δx(tk) = A(tk)δx(tk) + B(tk)δu(tk). (16)

where k = 0, . . . , N represent the sampling instant at which the
system is evaluated. For each particular sampling point k of the
prediction horizon, the system can then be generically expressed
in the discrete domain as

δx[k+1] = A[k]δx[k] +B[k]δu[k], (17)

where A[k] and B[k] are equivalent discrete-time matrices for
the time instances tk at which A and B are evaluated.

V. LTV-MPC CONTROLLER

This section introduces a detailed description on the design
of the LTV-MPC algorithm. The regulator follows the form
presented in Section III. Reactive power tracking and current
harmonic constraints are also incorporated in the algorithm. Note
that the controller is designed considering the LTV approxima-
tion described in Section IV.

A. Reactive Power Formulation

The reactive power is modelled in the temporal domain as
the average product over NQ samples of the grid current ilg and
an orthogonal vector in quadrature with the grid voltage vQg .
Although this definition of reactive power might be inaccurate
in the presence of harmonic components in the AC grid [22],
it was found to be an acceptable approximation at a reduced
computational cost. Note that the apparent power of the system
has an oscillation at 100 Hz, which permits one to choose the
length of the averaging filter as half of the grid frequency.
The reactive power filter is designed to not only consider NP
measured samples, but also to include data from the receding
horizon. Therefore, the reactive power is defined as a trade-off
between past and prediction points as

Q =
1

NQ

NQ−NP∑
k=−NP

ilg[k]
× vQg[k]

. (18)

The reactive power expression can be rewritten considering
the LTV transformation presented in Section IV. The reactive

power can be split between past and prediction samples as

Q = K +
1

NQ

NQ−NP∑
k=1

ilg[k]
× vQg[k]

= Q̃+ δQ, (19)

where

K =
1

NQ

0∑
k=−NP

ilg[k]
× vQg[k]

, (20)

Q̃ = K +
1

NQ

NQ−NP∑
k=1

ĩlg[k]
× vQg[k]

, (21)

δQ =
1

NQ

NQ−NP∑
k=1

δilg[k]
× vQg[k]

, (22)

K is a constant term that is updated at each sampling instant as
new values of current and voltage are obtained, Q̃ is calculated
from past data and steady-state trajectories and δQ describes the
low-level system dynamics.

B. Harmonic Constraint

In [23], the output current spectrum of the converter is limited
by adding a weighted peak filter into the objective function of an
FCS-MPC algorithm. The use of an IIR filter is also introduced
in [8] to estimate the spectrum of the switching frequency
obtained with a predictive controller. A similar approach is
adopted here and the harmonic components of the current are
obtained by applying an IIR notch filter in order to exclude the
fundamental component of grid frequency. The output of the
filter can then be restricted and included in the optimisation
as a constraint. Note that the filter must be carefully designed,
since spectrum leakage might provide a gain at the fundamental
frequency, which would change the dynamic response of the
system. In order to avoid infeasibility, this constraint is also
relaxed adding softening variables into the objective function.
The difference equation of the notch filter implemented is as
follows:

b1 · y[k] = a1 · u[k] + a2 · u[k−1] + a3 · u[k−2]

. . . + a4 · u[k−3] + a5 · u[k−4] − b2 · y[k−1]

. . . − b3 · y[k−2] − b4 · y[k−3] − b5 · y[k−4] (23)

where k is the sampling instant, u is the input, y is the output,
a1, . . . , a5 and b1, . . . , b5 are filter coefficients.

The AC current harmonic constraint is formulated considering
the LTV approximation given in Section IV. Besides, this con-
straint is stated from the k + 2 sample of the prediction horizon
to include the computational delay compensation of the MPC
block (see Section V-F). Then, the harmonic constraint is as
follows:

−T ≤ (−a1 b2 + a2) · δilg [k+1] + a1 · δilg [k+2] + C ≤ T
(24)

and,
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C = a1ĩlg[k+2]
+ a2 · ĩlg[k+1]

+ a3 · ilg [k] + a4 · ilg [k−1]

. . . + a5 · ilg [k−2] − b2 · ỹ[k+1] − b3 · ỹ[k]

. . . − b4 · y[k−1] − b5 · y[k−2]. (25)

where T is the maximum value that the summation of all the
harmonic components of the signal could have at a particular
instant of time. Note that C accounts for past samples and steady-
state trajectory points that are invariant for the formulation of
the LTV-MPC problem.

C. Objective Function

The objective function follows the form presented in (5a),
although it includes the LTV approximation described in Sec-
tion IV and additional terms to account for the reactive power
tracking and the relaxation of the current harmonic constraints:

min
δvdc,δilg
δvl,δQ
λ1,λ2

1

2
(δvdc[N]

+ ṽdc[N]
− v∗dc)

ᵀSN (δvdc[N]
+ ṽdc[N]

− v∗dc)︸ ︷︷ ︸
term 1

+
1

2

N−1∑
k=1

(δvdc[k]
+ ṽdc[k]

− v∗dc)
ᵀS(δvdc[k]

+ ṽdc[k]
− v∗dc)︸ ︷︷ ︸

term 2

+
1

2

N∑
k=1

(δilg[k]
+ ĩlg[k]

− i∗lg)
ᵀR(δilg[k]

+ ĩlg[k]
− i∗lg)︸ ︷︷ ︸

term 3

+
1

2

N−1∑
k=0

(δvl[k]
+ ṽl[k]

− v∗l )
ᵀU(δvl[k]

+ ṽl[k]
− v∗l )︸ ︷︷ ︸

term 4

+
1

2
(δQ+ Q̃−Q∗)ᵀY(δQ+ Q̃−Q∗)︸ ︷︷ ︸

term 5

+
1

2
λ1Wλ1︸ ︷︷ ︸
term 6

+
1

2
λ2Wλ2︸ ︷︷ ︸
term 7

(26a)

where δvdc, δilg , δvl, δQ, λ1 and λ2 are decision variables; ṽdc,
ĩlg , ṽl, Q̃ are trajectory values; v∗dc, i∗lg , v∗l , Q∗ are reference set-
points; and SN , S , R, U , Y and W are weights. Term 1 accounts
for the deviation of the last term in the prediction horizon, term
2 accounts for the reduction of the DC bus voltage ripple around
reference values, term 3 weights the RMS of AC grid current,
term 4 minimises the control action, term 5 accounts for the
tracking of the reactive power and term 6 and 7 penalise the
violation of the harmonic current constraint.

D. Constraints Definition

Similarly, the optimisation constraints are formulated using
the steady-state trajectories:

Fig. 5. Effect of tuning parameters Th and fmpc on the system performance.

discrete{(37)} k = 0, . . . , N − 1

(26b)

discrete{(22)} k=1, . . . ,NQ−NP
(26c)

v̌dc ≤ ṽdc[k]
+ δvdc[k]

≤ v̂dc k = 1, . . . , N (26d)

ǐlg ≤ ĩlg[k]
+ δilg[k]

≤ îlg k = 1, . . . , N (26e)

v̌l ≤ ṽl[k]
+ δvl[k]

≤ v̂l k = 0, . . . , N − 1

(26f)

λ1 − T ≤ (−a1b2 + a2) · δilg [k+1]

+ a1 · δilg[k+2]
+ C ≤ T + λ2 k = 0 (26g)

where {v̌dc, v̂dc}, {ǐlg , îlg} and {v̌l, v̂l} are the upper and
lower bounds of the system states and the control variable,
(26b) and (26b) are the system and reactive power models, (26c)
constraints the DC bus voltage, (26e) limits the peak of the AC
grid current, (26f) restricts the control action and (26g) restricts
the harmonic content of the AC current.

E. Horizon Length & Sampling Frequency

The effect of different horizon lengths and sampling fre-
quencies is shown in Fig. 5. This analysis is run considering
a scenario where the converter operates at 1 pu, power fac-
tor 1, and S = 0.8. In order to evaluate the performance of
the algorithm, the trajectories are analysed under a transient
excursion and in steady-state. First, Fig. 5(a) provides insight
about the effect of reducing the prediction horizon while the
sampling frequency is kept relatively high, e.g. 5 kHz. Note
that h is a multiple of the fundamental system frequency, which
determines the length of the control horizon Th, e.g. h = 0.5 →
Th = 0.5 · 20 ms = 10 ms. Based on the information obtained
in Fig. 5(a), Fig. 5(b) evaluates different sampling frequencies,
fixing the horizon length as h = 0.3. The results indicate that
h = 0.3 and fmpc = 1 kHz provides acceptable performance.

F. Interpolation & Delay Compensation

Given the low sampling rate of the MPC algorithm, the points
of the control horizon are interpolated in order to smooth the
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Fig. 6. Illustration of the interpolation and delay compensation performance.

Fig. 7. Schematic of the experimental setup.

current references passed to the current controller. The interpo-
lation function is based on the modified Akima cubic hermite
(MAKIMA) function available in Matlab [24]. The perfor-
mance of the interpolation is compared against the interpolation
functions pchip and spline also available in Matlab [24] (see
Fig. 6(a)). Note that current control references are determined
considering the k + 2 and k + 3 horizon points in order to
compensate for the computational delay of the MPC block. The
resulting reference signal obtained with the MAKIMA function
and the delay compensation is illustrated in Fig. 6(b).

VI. EXPERIMENTAL VALIDATION

The performance of the LTV-MPC algorithm was validated
in an experimental platform with different weights and tuning
parameters. The experimental bench consisted of a single-phase
converter that interfaces a DC link with a slack single-phase
AC grid. The slack AC grid was obtained by adapting a three-
phase back-to-back converter, whose inverter was configured
to operate as a single-phase AC grid emulator. The DC grid
was achieved using a DC power source programmed to saturate
the DC current at a desired level. In order to generate power
step changes, a parallel resistor RDC was added to consume
50 % of the platform nominal power. The system was controlled
using an Opal-RT 5600 unit and a Triphase target. An illustration
and schematic of the system are shown in Fig. 7 and Fig. 8,
respectively. The parameter values of the setup are summarised
in Table I.

The LTV-MPC controller presented in Section V was imple-
mented in the Opal-RT target using the OSQP solver [25]. OSQP
is a solver for convex quadratic programs based on the alternating
direction method of multipliers that is written in C and interfaced
with the Opal-RT through a Simulink S-function. The LDL
factorization routine at the core of OSQP uses the sparsity pattern
of the problem matrices to perform a symbolic factorization at
design-time, allowing for the values in the matrices to be updated
more efficiently at runtime.

Fig. 8. Illustration of the different elements of the experimental bench.

In this work, the non-zero entries of the optimization matri-
ces are updated with the new linearized system dynamics at
every sampling instant. The solver is then warm-stated with
the previous solution at each sampling instant. It was found
that the computation time and number of iterations needed to
solve the problem largely depended on the solver configuration
parameters εabs, εrel and the step-size ρ. The parameters shown
in Table II were chosen based on the observed performance,
and it was found that the number of iterations required when
the converter was in steady-state was 25 and the maximum
solver time/iterations was not reached during any of the tests
performed.

The performance of the OSQP solver was compared with
mpcqpsolver from the Matlab MPC Toolbox [26], which uses
an active-set method based on the KWIK algorithm, and the
results are shown in Fig. 3. The grid information was estimated
from a Park-PLL [27] and the current regulator was based on an
H∞ [28] controller (see Table II).

The MPC algorithm was divided between two cores: core 1
was sampled at a high frequency, namely 25 kHz, and imple-
mented the interpolating function, the current controller, the PLL
and the PWM. Core 2 was sampled at a low frequency, namely
1 kHz, and implemented the MPC. The optimization algorithm
was run to completion consistently below 0.5 ms in the Opal-RT
control target. The control structure is illustrated in Fig. 1(a).

1) Steady-State: The steady-state performance for two dif-
ferent S weights is shown in Fig. 9. Both cases are compared
against a PI energy regulator, whose dynamics are displayed in
the background. The tuning parameters of the PI are KP = 0.1
and KI = 1.42. As can be seen in Fig. 9(a), low S values lead to
similar trajectories as those obtained with the PI. On the other
hand, the increment ofS produces a large injection of harmonics
in the current, which decreases the DC bus voltage oscillation.
Note that this scenario is illustrative of the potential of the
energy regulator but is not the control objective to inject a large
quantity of current harmonics into the AC grid. Nevertheless, this
controller could be used in complex converters to meet additional
control goals as in [19].
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Fig. 9. Experimental steady-state system trajectories.

Fig. 10. Experimental transient response for a step change from 0.5 to 1 p.u.

Fig. 11. Effect of tightening the harmonic constraint bounds.

2) Transient Response: The transient response of the system
to a step-change from 0.5 to 1 p.u. is shown in Fig. 10 for
weights S = 0.3 and 0.9. The PI trajectories are displayed in
the background for comparison purposes. As can be seen, MPC
achieves a faster regulation and reduced overshoot compared to
PI control.

3) Harmonic Constraint: The capability of the algorithm to
limit the harmonic content of the output current is shown in
Fig. 11(a), where the harmonic bounds are tightened from T =
10 to 0.3. It can be seen that the harmonic content is reduced
and kept close to the desired level. Nevertheless, it must be taken
into account that the the harmonic limitation is traded-off in the
objective function by the softening variables λ1 and λ2, which
permits a transgression of the harmonic bounds depending on
their weight W . The FFT of the signal for both cases is provided
in Fig. 11(b).

Fig. 12. Experimental results: reactive power reference change.

4) Reactive Power Tracking: The reactive power tracking
performance is shown in Fig. 12. Note that Fig. 12b is obtained
from the experimental data shown in Fig. 12(a). The reactive
power reference changes from 0 to 300 Var at time 0.5 s. It is
seen that the tracking is quite accurate despite the small error
originated from the trade-off of the different elements of the
objective function.

VII. CONCLUSION

This paper has introduced the design of an MPC energy
regulator for VSCs. The two-level single-phase converter has
been chosen to validate the MPC algorithm given the nonlinear
relationship between the AC and DC sides of the converter. The
algorithm has been designed to not only trade-off the different
system states but to consider other system features such as
efficiency, current harmonic injection or DC bus voltage ripple.
However, it has been shown that the definition of a nonlinear
MPC leads to a cumbersome computational burden, which is
difficult to overcome in real-time. Therefore, a strategy to reduce
the burden of the regulator has been discussed and the control
structure has been designed to benefit from the characteristics of
VSCs. Due to the slow energy dynamics of the system, the MPC
has been defined considering an average model of the converter
rather than its switching pattern, which is typically used in con-
ventional FCS-MPC approaches. Thus, the predictive algorithm
has been implemented at a reduced sampling frequency, since a
faster inner regulator has also been added to keep the converter
current stable under unexpected disturbances. The burden of the
MPC has been further relaxed by applying an LTV linearisation.
It has been shown that this strategy permitted to reduce the
computational burden of the MPC by around two orders of mag-
nitude compared to a nonlinear formulation. Additionally, the
LTV approximation replicated the system dynamics accurately
and the modelling error introduced did not significantly affect
the performance of MPC. The computational complexity of the
overall control structure has been shown to be sufficiently low for
real-time implementation and the algorithm has been validated
experimentally. The controller exhibited an adequate regulation
of the system, improving the performance obtained with a con-
ventional PI regulator. As a remark, it should be emphasised that
the control algorithm can be easily adapted to other complex
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I lg =
1

2 (ω2L2 +R2)V g

(
(−jωL+R)

√
V g

4
+ (4ωLQg + 4Ps R)V g

2 − 4 (ωLPs −Qg R)2 + 2ω2 L2Ps

+ . . . 2ωL

(
(jPs −Qg)R+

jV g
2

2

)
− 2 jQg R

2 −RV g
2

)
(29)

V l =
1

2V g

(
2 jωLPs − 2 jQg R+ V g

2
+

√
V g

4
+ (4ωLQg + 4Ps R)V g

2 − 4 (ωLPs −Qg R)2
)

(30)

converter topologies by considering the corresponding system
model.

APPENDIX A

The complex-domain analysis of the AC side of the system
shown in Fig. 1(a) leads to the following expression:

V l − V g = (jωL+R) I lg (27)

where j designates complex values. Besides, given a reactive
power reference point Qg to be tracked, the power at the con-
verter is defined as

Ps + jQg = V l I
∗
lg. (28)

The steady-state trajectory of the AC side current and DC
voltage, obtained from (27) and (28), are shown in (29) and (30)
shown at the top of this page respectively.

The time-domain trajectories of the states are obtained from
the complex analysis performed in (29)–(30) and are defined as

vl(t) =
√
2 |V l| cos(ω t+ ∠V l) (31)

ilg(t) =
√
2 |I lg| cos(ω t+ ∠I lg) (32)

where |V l| and |I lg| refer to the magnitude of (29)–(30) and
∠V l and ∠I lg to their angle. The energy exchanged at the AC
grid must be equal to the one exchanged at the DC side, hence

e(t) =

∫
(Ps − vl(t) ilg(t)) dt

= Ps · t− 2 |V l| |I lg|
(
cos(∠I lg − ∠V l) t

2

+ . . .
sin(2ωt+ ∠I lg + ∠V l)

4ω

)
+ e0. (33)

Finally, the energy stored in the DC bus capacitor is

ec(t) =
Cvdc(t)

2

2
(34)

so that the DC bus voltage trajectory can be obtained as

vdc(t) =

√
2 ec(t)

C
=

√
2 e(t)

C
. (35)

APPENDIX B

The linearisation (10) applied to the converter model (4) leads
to

d

dt

[
ṽdc(t)

ĩlg(t)

]
=

⎡⎢⎢⎢⎢⎣
1

C

(
ĩs(t)−

ṽl(t) ĩlg(t)

ṽdc(t)

)

1

L
(ṽl(t)− ṽg(t)−R ĩlg(t))

⎤⎥⎥⎥⎥⎦ (36)

and

d

dt

[
δvdc(t)

δilg(t)

]
=

⎡⎢⎢⎢⎢⎣
ṽl(t)̃ilg(t)

C ṽ2dc(t)
− ṽl(t)

C ṽdc(t)

0 −R

L

⎤⎥⎥⎥⎥⎦
[
δvdc

δilg

]

+

⎡⎢⎢⎢⎢⎣
−ĩlg(t)

C ṽdc(t)

1

L

⎤⎥⎥⎥⎥⎦
[
δvl

]
+

⎡⎢⎢⎢⎣
1

C
0

0 − 1

L

⎤⎥⎥⎥⎦
[
δis

δvg

]
. (37)
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