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#### Abstract

Convex optimization is at the heart of many performance-critical applications across a wide range of domains. Although many highperformance hardware accelerators have been developed for specific optimization problems in the past, designing such accelerator is a challenging task and the resulting computing architecture is often so specific to the targeted application that they can hardly be reused even in a related application within the same domain. To accelerate general-purpose optimization solvers that must operate on diverse user input during run time, an ideal hardware solver should be able to adapt to the provided optimization problem dynamically while achieving high performance and power-efficiency. In this work, a hardware-accelerated general-purpose quadratic program solver, called RSQP, with reconfigurable functional units and data path that facilitate problem-specific customization is presented. RSQP uses a string-based encoding to describe the problem structure with fine granularity. Based on this encoding, functional units and datapath customized to the sparsity pattern of the problem are created by solving a dictionary-based lossless string compression problem and a mixed integer linear program respectively. RSQP has been integrated to accelerate the general-purpose quadratic programming solver OSQP and has been tested using an extensive benchmark with 120 optimization problems from 6 application domains. Through architectural customization, RSQP achieves up to $7 \times$ performance improvement over its baseline generic design. Furthermore, when compared with a CPU and a GPU-accelerated implementation, RSQP achieves up to $31.2 \times$ and $6.9 \times$ end-to-end speedup on these benchmark programs, respectively. Finally, the FPGA accelerator operates at up to $6.6 \times$ lower dynamic power consumption and up to $22.7 \times$ higher power efficiency over the GPU implementation, making it an attractive solution for powerconscious datacenter applications.
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## 1 INTRODUCTION

Convex optimization is at the heart of many important problems across a wide range of application domains. Specifically, convex quadratic programs ( QPs ) can be found in many real-world application domains including control engineering [ $1,12,25$ ], financial trading/investment planning [5, 6, 23], data assimilation (e.g. least-squares, lasso and ridge regression) [7] and the optimization subproblems solved when using the Sequential Quadratic Programming (SQP) method for solving more general nonlinear or nonconvex optimization problems [16]. QPs can also be integrated as individual layers within deep neural networks. [3] and [2] have demonstrated that QP-based layers are capable of capturing more complex data dependencies compared to traditional convolutional and fully-connected layers.

A convex quadratic program with $n$ decision variables and $m$ constraints can be written as

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 2) x^{T} P x+q^{T} x \\
\text { subject to } & l \leq A x \leq u, \tag{1b}
\end{array}
$$

where $x \in \mathbb{R}^{n}$ is the vector of decision variables, the positive semidefinite matrix $P \in \mathbb{S}_{+}^{n}$ and vector $q \in \mathbb{R}^{n}$ define the objective, and the matrix $A \in \mathbb{R}^{m \times n}$ and vectors $l, u \in \mathbb{R}^{m}$ describe the constraints. The QP problem is prevalent in many domains because it can handle a wide range of optimization problems with quadratic objective functions and linear constraints. Quadratic objective functions are
popular because they can accurately capture second-order effects and provide a good approximation to non-linear functions. Linear constraints, on the other hand, are easy to work with and widely applicable in many domains. While all QP problems can be expressed in the form of (1), each individual optimization problem can differ in the structure of the matrices $P$ and $A$, defined here as the locations of the non-zero values in the matrices. This means that if the $\mathrm{QP}(1)$ is solved using an algorithm that uses sparse matrix operations, the requirements to efficiently accelerate the core operations such as sparse matrix-vector multiplication (SpMV) will be different for every problem. For this reason, applications that demand the highest performance in solving their QP routines have typically relied on tailor-made hardware accelerators that are optimized for a particular application [8, 14, 17, 19, 20, 26]. Unfortunately, the design of these hardware accelerators usually requires advanced knowledge of the problem domain, and the resulting hardware designs are not readily transferable between different problem types. Instead, the ideal general-purpose optimization solver should be able to automatically produce a high-quality accelerator architecture by analyzing the user-provided problem without requiring major user interaction and domain expertise.

In this work, we present RSQP, an FPGA-based reconfigurable quadratic programming solver that can customize its architecture to the target problem automatically for improved acceleration. RSQP provides end-to-end acceleration of the Preconditioned Conjugate Gradient (PCG) methods within the general-purpose QP solver OSQP [30]. Given a QP in the form of (1), RSQP uses a stringbased encoding to represent the sparsity structure of the matrices and vectors. This encoding is then used to generate customized functional units and datapaths for the user's optimization problem by solving a dictionary-based lossless string compression problem and a mixed integer linear programming problem, respectively.

RSQP was implemented on FPGA platforms designed for data center applications. Extensive experiments were conducted using 120 problems across 6 applications with dimensions ranging from less than $10^{2}$ to over $10^{6}$ number of non-zeros (nnz) automatically generated from the OSQP benchmark set. With architectural customization, RSQP achieves 1.4 to 7.0 times improvement in end-to-end execution speed over the baseline reference design. When compared to the original CPU implementation with MKL acceleration and a GPU-accelerated implementation of OSQP [29], RSQP achieved up to 31.2 and 6.9 times end-to-end speedup, respectively. Moreover, while the GPU consumed 44 W to 126 W across the benchmark, the FPGA accelerator operated at around 19 W in all cases, representing up to $22.7 \times$ improvement in power-efficiency across a wide range of problems.

Although customizing the accelerator architecture to a particular QP problem incurs a lengthy hardware implementation process due to the vendor CAD tools, such overhead can be amortized when the resulting accelerator is reused to solve different instances of the same optimization problem with the same sparsity structure. For example, up to 120000 QP problems with the same sparsity structure would need to be solved with different sets of trading strategy dependent parameters to perform backtesting of portfolio optimization over 2 years of historical data [28]. This translates to over 300 hours of run time even if it took only 1 s to solve each

QP problem, amortizing the 2 to 5 hours of hardware CAD tools overhead.

RSQP is integrated as part of the OSQP solver, and has been tested with CVXPY [11]. It can readily be deployed to accelerate real-world quadratic programming problems either by using a baseline architecture running on the FPGA or by generating a problem-specific architecture that provides additional performance and power-efficiency improvements. As such, we consider the main contributions of our work to be the following:

- we present a first-of-its-kind general-purpose FPGA-accelerated QP solver that is suitable for deployment in datacenters to accelerate real-world problems;
- we propose an architectural customization framework to adapt the accelerator's datapath and data packing scheme to the structure of the user input that results in substantial performance and power-efficiency improvements; and
- we demonstrate through extensive experiments the superior performance and power-efficiency of the proposed design over existing CPU and GPU accelerated implementations across a wide range of problems.
The rest of the paper is organized as follows. In Section 2 we present the necessary background on the OSQP algorithm and the preconditioned conjugate gradient method. We then present the overall architecture of RSQP and the proposed architectural customization methods in Sections 3 and 4, respectively. Experimental results are shown in Section 5, followed by a discussion of the related work in Section 6. Finally, we conclude our work in Section 7.


## 2 BACKGROUND

This work builds on the OSQP solver [30], which is a first-order method for solving convex quadratic programs based on the Alternating Direction Method of Multipliers (ADMM) technique. In this section, we present a description of the algorithm implemented in the OSQP solver, and the linear system solvers that are used inside OSQP and RSQP.

### 2.1 The OSQP algorithm

In OSQP, problem (1) is solved by introducing a new decision variable $z \in \mathbb{R}^{m}$ that converts the inequality constraint (1b) into the pair of equality/inequality constraints $A x=z$ and $l \leq z \leq u$ instead. Then, two new sets of auxiliary variables, $\tilde{x} \in \mathbb{R}^{n}$ and $\tilde{z} \in \mathbb{R}^{m}$, are introduced. The method used by OSQP for solving (1) is shown in Algorithm 1, and performs two main computations during each iteration: (i) the solution of an equality constrained QP by solving the linear system (2), and (ii) the Euclidean projection, $\Pi(\cdot)$, onto the inequality constraint set.

The first step in each iteration of OSQP is the solution of the equality constrained QP

$$
\begin{aligned}
\operatorname{minimize} & (1 / 2) \tilde{x}^{T} P \tilde{x}+q^{T} \tilde{x}+(\sigma / 2)\left\|\tilde{x}-x^{k}\right\|_{2}^{2} \\
& +(\rho / 2)\left\|\tilde{z}-z^{k}+\rho^{-1} y^{k}\right\|_{2}^{2} \\
\text { subject to } & A \tilde{x}=\tilde{z}
\end{aligned}
$$

where $y, v \in \mathbb{R}^{m}$ are the Lagrange multipliers associated with the constraints, $\sigma>0, \rho>0$ are the step-size parameters, and

```
Algorithm 1 OSQP algorithm
    given:
        initial values \(x^{0}, z^{0}, y^{0}\) and parameters \(\rho>0\),
        \(\sigma>0, \alpha \in(0,2)\)
    repeat
        solve
            \(\left[\begin{array}{cc}P+\sigma I & A^{T} \\ A & -\rho^{-1} I\end{array}\right]\left[\begin{array}{c}\tilde{x}^{k+1} \\ v^{k+1}\end{array}\right]=\left[\begin{array}{c}\sigma x^{k}-q \\ z^{k}-\rho^{-1} y^{k}\end{array}\right]\)
        \(\tilde{z}^{k+1} \leftarrow z^{k}+\rho^{-1}\left(v^{k+1}-y^{k}\right)\)
        \(x^{k+1} \leftarrow \alpha \tilde{x}^{k+1}+(1-\alpha) x^{k}\)
        \(z^{k+1} \leftarrow \Pi\left(\alpha \tilde{z}^{k+1}+(1-\alpha) z^{k}+\rho^{-1} y^{k}\right)\)
        \(y^{k+1} \leftarrow y^{k}+\rho\left(\alpha \tilde{z}^{k+1}+(1-\alpha) z^{k}-z^{k+1}\right)\)
    until the termination criterion is satisfied
```

$\alpha \in(0,2)$ is the relaxation parameter (by default, OSQP sets $\alpha=1.6$ and $\sigma=10^{-6}$ ). This QP can be efficiently solved by forming the Karush-Kuhn-Tucker (KKT) matrix of the optimality conditions, and then applying a linear system solver to the KKT system (2). Next, the additional decision variables $z$ are projected into the inequality constraints using the Euclidean projection operation, which for problem (1) is simply the element-wise projection into $[l, u]$, giving $\Pi(z):=\min (\max (z, l), u)$.

### 2.2 Solving the KKT system

The core component of the OSQP solver is a linear system solver to find the solution of the KKT system (2) at each iteration, with the remaining steps using only straightforward vector operations. Solving the KKT system (2) requires the majority of the time in an OSQP iteration, and can comprise over $95 \%$ of the total computation time (Figure 8).

The KKT system (2) is an indefinite linear system, and OSQP solves it using a direct $L D L^{T}$ factorization method designed for sparse linear systems. In this method, the KKT matrix is first factorized into a lower triangular matrix $L$ and a diagonal matrix $D$, and then the solution is found using a forward-backward substitution. OSQP implements this as a three-stage process, with an initial symbolic factorization to determine the sparsity pattern and structure of the $L$ matrix performed before the iterations begin, and then each iteration performing a numerical factorization to actually compute $L$ and $D$, followed by the forward-backward substitution to compute the final solution. If the values of $\sigma$ and $\rho$ don't change between iterations, the numerical factorization can be reused in the next iteration, reducing the solution of (2) to only the forward-backward substitution step. Updating $\rho$ between iterations can improve the rate of convergence, so by default OSQP will occasionally update $\rho$, necessitating the recomputation of the numerical factorization in the following iteration.

An alternative way to solve the KKT system (2) is to reduce it into the symmetric linear system

$$
\begin{equation*}
\left(P+\sigma I+\rho A^{T} A\right) \tilde{x}^{k+1}=\sigma x^{k}-q+A^{T}\left(\rho z^{k}-y^{k}\right), \tag{3}
\end{equation*}
$$

and then solve for $\tilde{x}^{k+1}$. For convenience, we let $K:=(P+\sigma I+$ $\rho A^{T} A$ ) be the matrix from (3), and refer to $K$ as the reduced KKT matrix.

```
Algorithm 2 Preconditioned Conjugate Gradient
    given:
        initial values \(x^{0}\) and preconditioner \(M\)
        \(K:=P+\sigma I+\rho A^{T} A\)
        \(b:=\sigma x^{k}-q+A^{T}\left(\rho z^{k}-y^{k}\right)\)
        \(r^{0}:=K x^{0}-b, \quad d^{0}:=M^{-1} r^{0}, \quad p^{0}:=-d^{0}\)
    repeat
        \(\lambda^{i+1} \leftarrow \frac{\left(r^{i}\right)^{T} d^{i}}{\left(p^{i}\right)^{T} K p^{i}}\)
        \(x^{i+1} \leftarrow x^{i}+\lambda^{i} p^{i}\)
        \(r^{i+1} \leftarrow r^{i}+\lambda^{i} K p^{i}\)
        \(d^{i+1} \leftarrow M^{-1} r^{i+1}\)
        \(\mu^{i+1} \leftarrow \frac{\left(r^{i+1}\right)^{T} d^{i+1}}{\left(r^{i}\right)^{T} d^{i}}\)
        \(p^{i+1} \leftarrow-d^{i+1}+\mu^{i+1} p^{i}\)
        \(i \leftarrow i+1\)
    until \(\left\|r^{i}\right\|<\epsilon\|b\|\)
```

The reduced KKT matrix $K$ in OSQP will always be positivedefinite, allowing the reduced system (3) to be solved using the Preconditioned Conjugate Gradient (PCG) iterative method, which was done in cuOSQP [29], the CUDA-based GPU implementation of OSQP. An iteration of PCG is shown in Algorithm 2, and requires only a single matrix-vector product with $K$ and other vector operations, making the PCG simpler and easier to implement compared to the $L D L^{T}$ factorization solver. When using PCG to solve (3), $K$ should never be explicitly computed, since forming the matrixmatrix product $A^{T} A$ could destroy any structure/sparsity that the problem originally possessed and require storing a dense matrix for $K$. Therefore, it is better to store $P, A$, and $A^{T}$ separately and then perform the matrix-vector multiplication $K p^{i}$ in an incremental manner.

The use of PCG in OSQP has several advantages over the $L D L^{T}$ direct factorization method. Firstly, using PCG allows for more frequent updates of $\rho$, since $K$ is never formed explicitly and the numerical refactorization step from the $L D L^{T}$ solver is avoided. Secondly, the computation cost of PCG is much lower than the computation cost of the $L D L^{T}$ factorization steps in an OSQP iteration for large and sparse KKT matrices. Finally, PCG can present more opportunities for parallelization and performance tuning, making it better for embarrassingly parallel architectures like GPUs and FPGAs.

While the GPU implementation of OSQP utilized PCG [29], it was only able to take partial advantage of these benefits, since it is difficult to fully exploit problem-specific structures on the GPU's homogeneous architecture. In this work, we also adopt the PCG method to solve the reduced KKT system (3), but additionally introduce a methodology for designing problem-specific acceleration architectures to speed up the computation of the matrix-vector product.

## 3 THE RSQP FRAMEWORK

RSQP encompasses both the processing architecture running on the FPGA accelerator, as well as the software framework that performs problem-specific architectural customization and integrates with the rest of the software solver. In this section, an overview of the
entire framework is first provided, while the detailed customization algorithms are discussed in the next section.

### 3.1 Processing Architecture Overview

Figure 1 shows an overview of RSQP's reconfigurable processing architecture that runs on the FPGA. In this architecture, the high bandwidth memory (HBM) of the FPGA serves as the main data exchange between the CPU and the FPGA. The problem data matrices $P, A$ and $A^{T}$, the right hand side of (3), as well as results from the accelerator are all passed between the CPU and the FPGA through HBM.

The high bandwidth of HBM is essential to achieve high performance on the accelerator since the performance of the core sparse matrix-vector multiply (SpMV) and vector-vector operations is limited by the memory bandwidth. The datapath of RSQP consists of a configurable sparse matrix-vector multiply (SpMV) engine, a vector engine, an on-chip vector buffer (VB), as well as a special compressed vector buffer (CVB). The widths of the data paths connecting these major components are uniformly determined by a configurable data width parameter $C$. The vectors in the algorithms are partitioned across $C$ VBs for parallel access in sequence. As a result, the number of clock cycles needed to complete the vector operations and data transferring instructions is inversely proportional to $C$. Vectors related to the decision variables ( $x, \tilde{x}, b, r, d, u, p$ ) have length $n$, while vectors related to constraints ( $z, v, y$ ) have length $m$. The clock cycles required for their dot product, element-wise operations and data movement are thus $n / c$ and $m / c$ respectively. As such, the data width parameter $C$ can be effectively used to tune the level of parallelism for problems of different scales. To solve large problems faster, we can instantiate RSQP with a larger $C$.

The sparse matrices $P, A$ and $A^{T}$ of the problem, represented by the non-zero values and their coordinates, are partitioned across different HBM channels for high throughput parallel access. Maintaining a high computation throughput of the SpMV engine is crucial for the speed of the OSQP algorithm. In order to provide the desired performance for a wide range of optimization problems, the data path and functional units of RSQP's SpMV engine are designed to be flexible and customizable. In particular, the following architectural features, highlighted by colors in Figure 1, are all designed to be parametrizable and will be optimized for each user-provided problem:

- the multiplier-adder inter-connection within the SpMV functional unit,
- the routing logic between the SpMV engine and VBs, and
- the compressed Vector Buffers (CVB), which provide parallel random access to the vector of the multiplication.


### 3.2 Customizable Data Paths within the SpMV Engine

The SpMV operation is a memory-bounded operation since every non-zero value of the matrix stored on the HBM is used only once per SpMV operation. In order to read $C$ non-zero values of the problem matrices from the HBM at every clock cycle, the access pattern needs to be contiguous. In the simplest case, all non-zero value packs of length $C$ fed from the HBM at each clock cycle belong to the same matrix row. In this case, the SpMV Engine
simply needs to perform a $C$-input-single-output Multiply-andAccumulate (MAC) to produce a complete dot product between the matrix row and the vector every clock cycle. This ideal baseline multiplier-adder connection within the SpMV engine can benefit from using a balanced binary tree structure to provide the desired throughput.
Unfortunately, in real-world problems, data fragmentation due to the use of large values for $C$ and the great degree of variation in matrix sparsity patterns can rapidly reduce the utilization efficiency of the SpMV engine. The non-zero values in the pack provided to the SpMV Engine at each clock cycle are very likely to belong to different matrix rows. Consequently, since additional zeros are needed to be inserted to break the pack into different rows, the ideal baseline MAC unit with a balanced reduction tree structure will not be able to complete the dot products of all matrix rows contained in the non-zero pack with the vector in each clock cycle.
If we have some prior knowledge about the row distributions contained in the non-zero packs, connections of the multipliers and adders can be customized to deal with the known distribution efficiently. For example, if there are many non-zero packs containing just two matrix rows with lengths no greater than $c / 2$, we can add dedicated output data paths to the intermediate adders. Then the non-zero pack can be sent to the MAC tree for computing two dot products directly without inserting extra zeros. If non-zero packs containing 4 rows are common, we can add another set of dedicated output data paths to adders in even earlier stages. The detailed methodology of extracting row distribution patterns and designing customized MAC connections automatically will be discussed in Section 4.

### 3.3 Aligning the SpMV Results

The customized data paths inside the SpMV engine lead to variable result output lengths. RSQP has a routing module between the SpMV Engine and the VB to align the variable result lengths back to width $C$ for subsequent storage and vector operations. Given the customization inside the SpMV engine, the companion routing logic can be generated automatically.

### 3.4 Compressed Vector Buffers

The CVB in Figure 1 provides parallel random access to $C$ locations of the vector to be multiplied with the matrix elements in every clock cycle. Providing the ability of multiple random accesses through simple duplication of the vector by $C$ copies has severe scalability pressure on the capacity of the on-chip memory. Besides, the vector needs to be updated by other steps in Algorithm 1 and Algorithm 2 after every MV operation. The time spent on vector duplication instructions will increase significantly if we have too many copies of the vector in the CVB, so the CVB requires a customized design to provide the desired parallel access capability with a low profile.

### 3.5 Control

The operation of the RSQP processing architecture is controlled by a simple instruction unit. Table 1 lists the instructions supported by RSQP and their usage when implementing Algorithm 1 and Algorithm 2 on this architecture. The algorithms are broken into a


Figure 1: Architecture Design

Table 1: Instruction Set

| Instruction Type | Function | Usage |
| :---: | :---: | :---: |
| Control | Exit the algorithm loop if residual is less than threshold | $\begin{aligned} & \text { A1-8, A2- } \\ & 10 \end{aligned}$ |
| Scalar Arithmetic | Addition, subtraction, division, multiplication | A2-3,7,9 |
| Data transfer | Read/write a vector from/to memory | A2-1,10 |
| Vector Operations | Linear combination of two vectors, element-wise comparison/reciprocal/multiplication, dot product | $\begin{aligned} & \text { A1- } \\ & 4,5,6,7, \mathrm{~A} 2- \\ & 1,3,4,5,6,7,8 \end{aligned}$ |
| Vector Duplication | Duplicate vector copies across buffers | A2-1,3 |
| SpMV | Multiply a matrix with a vector and write the result to the vector buffer | $\begin{aligned} & \text { A1-8, A2- } \\ & 1,3 \end{aligned}$ |

sequence of instructions which will be downloaded to the instruction ROM from HBM. The instructions activate the vector engine, SpMV engine, and data movement modules of RSQP as needed. Each vector operation instruction takes a complete vector from a CVB and another vector from a VB. The scalar result of the vector operation instruction is written to scalar registers. If the result is a vector, it can be written to a CVB or a VB based on the field of the instruction. The SpMV instruction takes the matrix input and vector indices from HBM and vector input from a CVB. The vector indices are used to find the correct location of the vector in the CVB. The SpMV result is written to the VB. Each instruction can only start after the previous instruction has completed.

### 3.6 Customization Evaluation Metric

Before diving into the methodology of customizing the MAC tree and CVBs, we first describe a metric that RSQP uses to evaluate the effect of customization on the performance. Imagine we have an
ideal architecture that has the perfect customization for a specific problem sparsity structure. It only needs one copy of the vector to provide the desired parallel random access capability and can finish the dot products of all the matrix rows contained in the non-zero values pack fed at every clock cycle regardless of their distribution across different matrix rows. Denote the number of non-zeros in the matrix as nnz and the length of the vector as $L$, then a single run of the SpMV and vector duplication instruction on the ideal architecture will take $T_{\mathrm{img}}=\frac{\mathrm{nnz}+L}{C}$ clock cycles.

Now consider an architecture customization that may not match the problem sparsity structure very well. For the SpMV instruction, it needs to insert extra zeros to the non-zero values and indices streamed in from HBM at every clock cycle to handle various matrix row distributions. Denote the total number of extra zero padding as $E_{p}$. For the vector duplication operation, it may store $E_{c}$ extra copies of the vector in the CVB for parallel access. A single run of the SpMV and vector duplication instruction on this architecture variation will take $T_{\text {real }}=\frac{\mathrm{nnz}+E_{p}+E_{c} L}{C}$ clock cycles. To evaluate an architecture customization, we can use the imaginary architecture as a reference to define its match score, $\eta$, with a given problem structure as

$$
\eta:=\frac{\mathrm{nnz}+L}{\mathrm{nnz}+E_{p}+E_{c} L}
$$

The range of $\eta$ is $(0,1)$ and can be interpreted as the extra run time introduced in the realized architecture customization, i.e. $T_{\mathrm{img}}=\frac{T_{\text {real }}}{\eta}$. We use this match score to guide the design of problem-specific functional units and data paths. Given a problem structure, we want a customized architecture whose $\eta$ is close to 1 , meaning we want to design

- customized interconnections within the SpMV engine so $E_{p}$ is close to 0 , and
- customized organizations of CVB so $E_{c}$ is close to 1.


## 4 PROBLEM-SPECIFIC CUSTOMIZATION

In this section, we present our methodology for optimizing the $E_{p}$ and $E_{c}$ of an architecture customization to match the given problem structure. The optimization of $E_{p}$ is modeled as a string
compression problem and and the optimization of $E_{c}$ is modeled as a mixed integer linear programming problem.

### 4.1 String Representations of Sparsity Structure

To discuss how to optimize $E_{p}$ and do connection customization accordingly, we use a string-based encoding to describe the sparsity structure of problem matrices. Each row of the matrix is assigned a character based on the number of non-zero values, transforming the sparsity structure of the matrix into a string. Figure 2(a) is a simple example of such transformation where rows with $1,2,3$, and 4 non-zero values are assigned $a, b, c$, and $d$ respectively.

After all the rows are encoded, repeated sub-strings imply similar computation patterns while doing the MV operation. Assuming the non-zero values of the matrices are stored contiguously on the off-chip memory and $C=4$ elements can be read out at each clock cycle. If there are many ca sub-string, that means there are many rows with 3 non-zero followed by rows with only one non-zero. Consider an 8 -input MAC unit with the capability of consuming 4 pairs of inputs to compute their MAC value every clock cycle. To map the $c a$ computation pattern onto the above MAC unit, the rows need to be padded with zeros first to align with the input width, then 2 clock cycles are required to feed in the inputs.

If we allow more flexible connections within the MAC unit like Figure 2(b), the computation throughput of a specific computation pattern can be improved by building a customized reduction tree structure. For the ca pattern, we could instantiate connections like Figure 2(d). Clock cycles of taking the input are reduced to one and the overall computation throughput is improved by 2 times. Given any sub-string which repeats frequently, we could partition the inputs and instantiate connections accordingly to reduce the number of zero-paddings. For convenience, We'll refer to the corresponding MAC unit structure using its associated sub-strings $S=\left\{s_{0}, s_{1}, \ldots\right\}$. As an example, Figure 2(c) is a MAC unit with structures $S=\{b b, d\}$. Some connections can be re-used across structures to save circuit areas.

MAC tree structures with different input partitions help improve the computation throughput, but they also lead to variable-length outputs. A companion routing logic is needed to align the outputs with the original data width $C$ for subsequent vector operations as shown in Figure 2(f).

Here we show the simple case of $C=4$ for illustration purposes and the number of sub-strings patterns is limited. We used up to $C=64$ in our evaluation and the number of available patterns in the sparsity string encoding becomes much larger. In real problem matrices, we use $\log _{2}\left(\mathrm{nnz}_{\text {row }}\right)$ instead of $n n z_{\text {row }}$ to encode the sparsity to form a better cluster of similar computation patterns. Rows with less than $1,2,4, \ldots, 64$ non-zero values are mapped to $a, b, c, \ldots ., g$ respectively. If a row has more than 64 non-zero values, we assigned a series of $\$$ to it and break down the computation to a series of $g$. Figure $2(\mathrm{~g})$ shows sparsity encoding examples of problem matrices from different applications.

### 4.2 Optimizing $E_{p}$

Our string-based encoding provides a convenient way to discuss $E_{p}$ optimization. We use the string encoding dbbaaaca of the sparsity structure in Figure 2 as an example to show how to schedule its
computations onto the MAC unit with structure $S=\{b b, d\}$ using a series of string replacement.
(1) We first identify all $b b$ in the string and replace them with * (or any character that is not associated with MAC unit structures) as shown in Figure 2(e).
(2) $b a, a b$, and $a a$ can also be mapped onto $b b$ with some zero paddings and we perform the replacement using a regular expression $b a|a b| a a$.
(3) Finally, we identify and replace $d$.

The total amount of extra padding can be computed through the length of the final string $w_{\text {sched }}$ after the scheduling by:

$$
E_{p}=C \cdot \text { length }\left(w_{\text {sched }}\right)-\operatorname{nnz}(A)
$$

Note that we search for $b b|b a| a b \mid a a$ before searching for $d$. The length of the replaced string and $E_{p}$ are both smaller in this way. The above scheduling procedure can be generalized to any $S$ and sparsity string encoding. The general rule is that we start the replacement process with the longest sub-string in $S$ and its associated regular expressions. Then we proceed with the second longest sub-string and so on.

In the above example, $E_{p}$ can be further reduced if we include more structures like $c a$ in $S$. However, such a reduction comes at the cost of more connections and routing logic for implementing larger $|S|$. This is the major constraint in performing problem-specific MAC tree customization as $S$ can only include a limited number of sub-strings. Let the target size of $S$ to be $|S|_{\text {target }}$, then the $E_{p}$ optimization problem can be formulated as:

$$
\begin{array}{cl}
\underset{=\left\{s_{0}, s_{1}, \ldots\right\}}{\operatorname{minimize}} & \text { length }\left(w_{\text {sched }}\right)  \tag{4}\\
\text { subject to } & |S| \leq|S|_{\text {target }}
\end{array}
$$

Since the computational complexity of solving Problem 4 is very hard, we used a method based on the dictionary-based lossless compression algorithm LZW [33] to search for a candidate $S$.

### 4.3 Optimizing $E_{c}$

The vector of the MV operation is stored in CVBs and each buffer has one read port. Due to port limitations, each buffer can only provide random access to one location of the vector at every clock cycle. After the scheduling, $C$ random locations of the vector need to be accessed and multiplied with the matrix non-zero packs at every clock cycle. A simple solution to provide the required parallel access capability is to store $C$ copies of the same vector using $C$ buffers. However, the vector needs to be updated frequently and the simple duplication solution will suffer from slow update time (large $E_{c}=C$ ) and also cost many memory resources.

The straightforward duplication of memory organization has many redundancies. Each vector buffer just provides vector elements to one multiplier. After the MAC unit mapping process, only a subset of the vector is scheduled on each multiplier due to the matrix sparsity. Hence, every buffer only needs a partial copy of the vector. We use the matrix sparsity structure in Figure 2(a) as an example. The full copy of the vector has 8 elements: $\{1,2,3,4,5,6,7,8\}$. The gray numbers in Figure 3(a) indicate that they are never used in the entire computation. After removing the redundant gray copies, the rest of the elements can be compressed to reduce memory usage. The workload of updates and $E_{c}$ are also reduced. We need 2 clock


Figure 2: (a)-(f) Problem-specific MAC tree structure design flow. (g) Examples of sparsity encoding from the benchmark problems. The non-zero values of the matrix are represented by white pixels.


Figure 3: Compressed vector buffers
cycles to update all 1 s and 2 s in the original memory organization due to memory port limitations. After the compression, we only need 1 clock cycle.

The compression can be done during design time as the sparsity structure of the matrix remains the same across different instances of the problem sequence. Denote the vector access request of each buffer as $V \in \mathbb{R}^{L \times C}, V_{j k} \in\{0,1\}$. $V_{j k}=1$ means the $j$ th element of the vector is required on buffer $k$. Denote $M \in \mathbb{R}^{L \times L}, M_{i j} \in\{0,1\}$ as the compression map. $M_{i j}=1$ means the $j$ th element of the vector can be put at buffer location $i$. The offline compression can
be modeled as a mixed integer programming problem as follows:

$$
\begin{align*}
\underset{M}{\operatorname{minimize}} & \sum_{i=0}^{L-1} G_{i} \\
\text { subject to } & \sum_{j=0}^{L-1} M_{i j} V_{j k} \leq 1, \quad \forall i, k, \\
& \sum_{i=0}^{L-1} M_{i j}=1, \quad \forall j  \tag{5}\\
& \sum_{j=0}^{L-1} M_{i j} \leq L G_{i}, \forall i
\end{align*}
$$

The above problem is a mixed integer linear program and is NP-hard. We first modeled the problem using CVXPY [11], but finding the solution to (5) is not tractable, even when $C=16$ and matrix dimension is 500 . Instead, we use the First-Fit algorithm to find an approximate solution. Figure 3(e) shows an example of $V$ before and after compression in an optimal control problem from the benchmark. After the solution to Problem 5 is found, we generate two hardware modules based on $M$ to provide the parallel access capability during run time. The address translation module provides correct copies of the vector to multipliers and the duplication control module updates all vector copies across iterations.

### 4.4 Adapting the Problem Structure

Note that in the QP (1), we can permute the rows of $P$ and $A$ to alter the problem structure. The solution of the original problem can be recovered through reverse permutation once Algorithm 1 terminates. To optimize $E_{p}$, we can permute rows of A to construct a string encoding with more repeat sub-strings, reducing the lower bound of $E_{p}$. Row and column permutations can also help to construct a more sparse $V$ in (5), so the achievable compression ratio is higher. However, we must maintain the symmetry of the KKT matrix, so we must permute both the rows and columns by the same sequence. For example, if we choose to swap row $i, j$ of matrix $P$ and row $i, j$ of matrix $A^{T}$, the columns $i, j$ of matrix $P$ and columns $i, j$ of matrix $A$ also need to be swapped to maintain the symmetry. Due to this limitation, we observe that adapting the problem structure through matrix row permutation has little improvement effect on the achievable $E_{p}$ and $E_{c}$.

### 4.5 Architecture Generation

After we solve the $E_{p}$ and $E_{c}$ optimization problem, we pass the customization of the MAC tree structure, the indices translation, the duplication map for the CVBs, and the routing logic between the MAC tree and VBs to our hardware generation program for creating the High Level Synthesis (HLS) description of the architecture for the specific problem structure. Figure 6 gives the overview of the generating flow, and Figures 4 and 5 show an example of how the routing logic between the MAC tree and the vector buffer is customized and instantiated for each problem.

## 5 EVALUATION

In this section, the end-to-end solver performance improvement by applying the problem-specific architecture customization proposed in the previous section is evaluated in detail. The performance and energy efficiency of the customized hardware solver is compared with a GPU implementation of OSQP. In our evaluations, we use the benchmark problems from [30], which contain a wide range of realworld problems from six application domains including portfolio optimization (portfolio), Lasso (lasso), Huber fitting (huber), control engineering (control), support vector machines (svm), and equality-constrained QP (eqqp). There are 120 total problems in the benchmark, and as shown in Figure 7, the number of decision variables ranges from $10^{1}$ to $10^{5}$ and the total number of non-zero values in the $P$ and $A$ matrices of each problem range from $10^{2}$ to $10^{6}$.

```
snippet_file = src_root + 'align_acc_cnt_switch.h
with open(snippet_file, "w") as HLS_description:
    acc_pack_width = isca_c//char2nnz(arch_code[0], isca_c)
        if len(arch_code)==1:
        HLS_description.write("align_out[0] << acc_pack.data[0];\n")
    else:
        HLS_description.write("switch (acc_cnt) {\n")
        for item in range(len(arch_code)):
            case_width = isca_c//char2nnz(arch_code[item], isca_c)
            HLS_description.write("case {}:\n".format(case_width))
            HLS_description.write("\tswitch (align_ptr){\n")
            for i in range(acc_pack_width):
                HLS_description.write("\tcase {}:\n".format(i))
                for j in range(case_width):
                HLS_description.write("\t\talign_out[{0}] << acc_pack.
            data[{1}];\n".format((j+i)%acc_pack_width,j))
                HLS_description.write("\t\tbreak;\n")
            HLS_description.write("\t}\n")
        HLS_description.write("\tbreak;\n")
        HLS_description.write("}\nalign_ptr += acc_cnt;\n")
```

Figure 4: Problem-specific customization of the routing logic

```
void spmv_align(int align_cnt,
                    data_stream align_out[ACC_PACK_NUM],
                    cnt_pack_stream &acc_cnt_in,
                    data_stream &acc_complete_in,
                    spmv_pack_stream &spmv_pack_in)
8
    ap_uint<ALIGN_PTR_BITWIDTH> align_ptr = 0;
align_loop:
    for (int loc = 0; loc < align_cnt; loc++)
    {
#pragma HLS pipeline II = 1
            u16_t acc_cnt = acc_cnt_in.read();
            spmv_pack_t acc_pack;
            if(acc_cnt == CNT_AS_FADD_FLAG){
                    acc_pack.data[0]=acc_complete_in.read();
                acc_cnt = 1;
            }
            else{
            acc_pack = spmv_pack_in.read();
            }
            #include "align_acc_cnt_switch.h"
    }
}
```

Figure 5: Instantiating customized routing logic using HLS


Figure 6: Problem-specific hardware generation flow

### 5.1 Evaluation Setup

The system used for the evaluation contains the devices in Table 2. The U50 FPGA is the major platform for testing different architectures customized for different problem structures, and includes


Figure 7: Number of non-zero values in matrices and decision variables in the benchmark

Table 2: Platform Details

| Device Model | Peak Throughput | Lithography | TDP |
| :---: | :---: | :---: | :---: |
| AMD-Xilinx U50 FPGA | 0.3 teraflops | 16 nm | 75 W |
| Intel i7-10700KF CPU | 0.5 teraflops | 14 nm | 125 W |
| NVIDIA RTX3070 GPU | 20 teraflops | 8 nm | 220 W |

5952 fixed-point DSPs, 28.4 MB on-chip memory, and 8 GB High Bandwidth Memory (HBM). These resources can support all the customized architecture generated for the benchmark. The peak floating-point computation throughput of the FPGA is calculated under the assumption that the clock frequency is 150 MHz and each single precision floating-operation consumes 3 fixed-point DSPs. The GPU used for comparison was the RTX 3070 with NVIDIA's Ampere architecture, which contained 8 GB of off-chip memory and 46 streaming multiprocessors (SMs), each performing a maximum of 128 single precision floating point operations every clock cycle when running at 1.75 GHz .

We used the current 1.0 development branch of OSQP [30] as the benchmark software, with the CPU implementation serving as the performance baseline. This branch can also choose to accelerate Algorithm 2 using either Intel's Math Kernel Library (MKL) [31] or NVIDIA's cuSparse [27] library. The current implementation of RSQP has been integrated with the OSQP software framework, and the U50 FPGA can accelerate the entire PCG computation in the OSQP solver. To switch between the different acceleration backends, OSQP passes a build flag to the compilation process to choose and link the selected backend into the compiled executable binary of the solver. We first run the entire benchmark on MKL using 8 threads. Figure 8 shows the percentage of the solver time spent on Algorithm 2 for each problem in the benchmark. For most problems, solving the KKT system using MKL's CG acceleration takes over $95 \%$ of the total solver run time, showing more efficient acceleration of PCG is necessary to further improve the solver speed.

### 5.2 Performance Evaluation

We first evaluate the effectiveness of our customization methodology using the metric $\eta \in(0,1)$ proposed in Section 3. A baseline architecture without applying the $E_{p}$ and $E_{c}$ optimization was generated to provide the baseline $\eta$ for each problem in the benchmark.


Figure 8: The percentage of the CPU solver time spent on solving the KKT system


Figure 9: Improvement of $\eta$ after applying problem-specific customization


Figure 10: Solver Speedup by Applying Problem-specific Customization

In this baseline, only a single output was used in the MAC tree within the SpMV engine, and $C$ copies of the vector were stored in CVB.

Figure 9 shows the improvement of $\eta$ after applying problemspecific architectural customization on the benchmark. The results show effective improvements of $\eta$ on most problems except in the eqqp applications. As shown in Figure 2(g), the matrix sparsity pattern of problems in eqqp is less structural than other applications, which led to the reduced effectiveness in the cutomization process.

Next, we compare the end-to-end solver performance difference between the baseline and the customized architectures. Figure 10


Figure 11: End-to-end solver speedup(higher is better) of FPGA and GPU vs CPU
shows that our customization methodology achieves 1.4 to $7.0 \times$ improvement. The effect on eqqp is less significant and it agrees with the improvement on $\eta$.

Figure 11 shows the speedup over the MKL backend of the baseline architecture by the customized architectures, the baseline architecture before customization, as well as the GPU implementation. As shown in the figure, architecture customization substantially extends the advantage of the FPGA solver to all but the largest benchmark problems. In spite of the much lower theoretical throughput when compared to the CPU and GPU, the FPGA accelerators with architectural customization achieved up to 31.2 and 6.9 times end-to-end speedup, respectively.

### 5.3 Microarchitectural Performance and Area Trade-off

To study the effect of microarchitectural specialization of the SpMV kernel on performance and resource consumption, a range of design candidates for an instance of the svm problem with 20616 non-zeros were produced and synthesized for hardware. Results are shown in Table 3. The architectural candidates are denoted as $C\{S\}$ where $C$ is the width of the data path and $S$ is the structure of the MAC unit. For example, $16\{4 c 1 e\}$ denotes an architectural candidate with $C=16$ and $S=\{c c c c, e\}$. Overall, architectures with larger values of $C$ and $|S|$ consumes more hardware and can complete the given SpMV operation in fewer number of cycles. However, the maximum clock frequency that the design may run at $\left(f_{\max }\right)$ is often affected by the size of the design, causing diminishing return in the final throughput performance. As a result, although architectures such as $64\{64 a 4 e 1 g\}$ have a big improvement on $\eta$ through specialization, their hardware frequency are limited by


Figure 12: Solver run time (lower is better) on CPU, GPU, and FPGA
the complex routing logic in the brown part of Figure 1, which ultimately impact their throughput performance.

Table 3: Trade-off Between Performance and Resources

| Architecture | $f_{\max }$ | $\Delta \eta$ | $\mathrm{SpMV} / \mu s$ | DSP | FF | LUT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $16\{e\}$ | 300 | 0.000 | 0.048 | 80 | 12218 | 8556 |
| $16\{16 a 1 e\}$ | 276 | 0.226 | 0.084 | 80 | 17190 | 12502 |
| $32\{32 a 4 d 1 f\}$ | 173 | 0.433 | 0.130 | 160 | 32441 | 23648 |
| $16\{16 a 2 d e 1\}$ | 273 | 0.345 | 0.141 | 80 | 17350 | 12623 |
| $64\{64 a 4 e 1 g\}$ | 121 | 0.538 | 0.144 | 320 | 60202 | 50405 |
| $32\{4 d 1 f\}$ | 300 | 0.337 | 0.150 | 160 | 22958 | 13880 |
| $32\{32 a 4 d 2 e 1 f\}$ | 179 | 0.484 | 0.167 | 160 | 32581 | 23812 |
| $32\{4 d 2 e 1 f\}$ | 300 | 0.369 | 0.172 | 160 | 23118 | 13977 |
| $32\{16 b 4 d 1 f\}$ | 257 | 0.406 | 0.172 | 160 | 27338 | 17319 |
| $64\{4 e 1 g\}$ | 270 | 0.397 | 0.174 | 320 | 42562 | 23099 |
| $64\{8 d 4 e 1 g\}$ | 251 | 0.489 | 0.240 | 320 | 44403 | 24245 |

### 5.4 Power Efficiency Comparison

To compare the power efficiency of the solvers using the GPU and FPGA backends, we run each benchmark problem 100 times and record the power trace using device management command line tools named nvidia-smi and xbutil, respectively. The power consumption of the FPGA is steady at 19 W while running the benchmark, while the GPU consumes 44 W to 126 W . Figure 13 compares the energy efficiency, defined as the number of problem instances each device can run using unit power. RSQP can achieve up to $22.7 \times$ improvement over the GPU.


Figure 13: Power efficiency comparison on the benchmark

## 6 RELATED WORKS

GPU-based implementations of QP solvers have focused on two classes of algorithms: first-order methods (such as ADMM) and interior-point methods. In [18], Huang et. al. implemented an interiorpoint method for QPs on a single GPU and utilized dense matrices and Gauss-Jordan elimination to solve the KKT equation. Yu et. al. [32] focused on accelerating first-order methods, and showed that writing custom dense matrix-vector multiplication kernels specific for the linear model predictive control (MPC) problem gave a $2.3 \times$ speedup compared to using the dense matrix-vector multiplication provided by the cuBLAS library. Recently, Cole et. al. [9] proposed using a problem-level transformation technique that condenses the sparse KKT matrix arising from the interior-point method for the QP (1) into a smaller dense matrix that is then solved using a Cholesky factorization on a single GPU. Compared to a sparse CPU implementation, they reported their dense solver on the GPU reduced the solver runtime by an order of magnitude.

In 2020, Schubiger et. al. [29] proposed the cuOSQP solver, which is an implementation of the OSQP algorithm in the CUDA language. In cuOSQP, the matrices are stored in Compressed Sparse Rows (CSR) format, and then the matrix-vector operation from the cuSparse library is used to perform the computations. cuOSQP was shown to be significantly faster than the CPU-based OSQP for problems with more than $10^{5}$ variables, with the CPU-based implementation performing better for the smaller problems, since the smaller problems cannot fully utilize the GPU or overcome the high initial cost of data movement from the CPU to the GPU.

FPGA implementations of QP solvers have customarily been focused on more specific problem types, and so tend to be specialized to the structure of the $P$ and $A$ matrices in the problem, with the majority of reported solvers being used for the linear MPC problem and using either interior-point methods, active-set methods or first-order methods. These customizations include the use of the Compressed Diagonal Storage (CDS) sparse matrix format for storing block-banded matrices [4] in an efficient manner, and the removal of redundant data (such as repeated matrix blocks, or rows of structured zeros/ones) [22], leading to a memory savings of over $75 \%$ for MPC. Compared with the GPU implementations, FPGA QP solvers have been focused on smaller problems with between 10-300 variables found in linear MPC [26], and have reported solver runtimes on the order of $1-10 \mu \mathrm{~s}$ [21] and $20-30 \mu \mathrm{~s}$ [10] for the solvers tailored to the MPC problem that were hand-coded/optimized in VHDL/Verilog and coded in HLS, respectively.

SpMV acceleration is an important part of our work. There is a rich body of research on related accelerators. [24] proposed a single
architecture design for computing both dense matrix-vector multiplication and sparse matrix-vector multiplication. [15] proposed a compressed interleaved sparse rows format to explore parallelism across different matrix rows. [13] extends [15] and avoids the centralized row encoding and decoding. However, they all propose a single acceleration architecture and target matrices with general sparsity structures. One key contribution of our work is the mechanism of matching the architecture configurations with various sparsity patterns. The only similar work we can identify is [17], which proposed an automation flow for generating specific hardware based on the sparsity pattern of the input matrix. However, their framework only works on block diagonal patterns that appear in a specific application domain. As far as we know, we are the first work that describes the sparsity patterns of input matrices in fine granularity and has a systematic approach to generate the architecture accordingly.

## 7 CONCLUSION

In this paper, we have presented the design and implementation of RSQP, an FPGA accelerated framework for solving convex quadratic programs. The processing architecture of RSQP is customizable, and we developed an automated method to adapt this architecture to the particular sparsity structure of the user input. Using extensive benchmark testing, we showed that significant improvement to the accelerator's performance can be achieved through this architectural customization. The resulting FPGA-accelerated framework also achieves superior performance and power-efficiency over the baseline CPU implementation using MKL as well as an equivalent GPU-accelerated QP solver. Although it takes time to complete the low-level implementation process of a customized FPGA accelerator for a particular optimization problem, this initial hardware creation time is amortized when the same architecture is reused in solving many instances of the same problem with different parameters. By building on the OSQP solver, RSQP can be further integrated with high-level general-purpose optimization frameworks such as CVXPY, opening up new opportunities to accelerate a wide spectrum of real-world parametric convex quadratic optimization problems in the future. We also plan to enhance the user experience through tighter integration between software and hardware to allow seamless hardware generation to be integrated with the high-level user software ecosystem, and to further enhance the performance of the proposed architecture by leveraging improved memory bandwidth in advanced FPGAs.
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