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Tremendous progress in compute

[Y. Sun, N. B. Agostini, S. Dong, and D. Kaeli, “Summarizing CPU and GPU Design Trends with Product Data”, 2020, arXiv:1911.11313v2]





First-order methods

Pros

Warm-starting

Large-scale 
problems

Embeddable

Cons

Low quality
solutions

Can’t detect
infeasibility

Problem data
dependent

Wide popularity

High-quality 
solutions

Detects
infeasibility

Robust

OSQP



The problem



ADMM
Alternating Direction Method of Multipliers

Splitting

Iterations



How do we split the QP?

Splitting formulation

Diagonal 
step sizes



Easy
operations

Complete algorithm

Linear system
solve

Problem

Algorithm



Solving the linear system
Direct method (small to medium scale)

Quasi-definite
matrix

Factorization
caching

QDLDL
Free quasi-definite 

linear system solver 
[https://github.com/osqp/qdldl]



Solving the linear system
Indirect method (large scale)

Positive-
definite
matrix

Conjugate 
gradient

Solve very
large

systems
GPU & FPGA

implementation



Easy
operations

Complete algorithm

Linear system
solve

Problem

Algorithm

always solvable!



OSQP
Operator Splitting solver for Quadratic 
Programs

Embeddable
(can be division 

free!)

Supports 
warm-starting

Detects 
infeasibility

Solves large-scale 
problems



Users
More than 18 million downloads!

[pepy.tech/project/osqp]



What’s new in OSQP 1.0

Differentiable layersImproved embedded 
code generation

Embedded
Hardware

Code generation from C to C

Modular 
linear algebra

Math Kernel Library 
(MKL)



Code generation — Python API and 
result

Python API calls C code generation

Naming

Solver options

Codegen 
wrapper



Code generation from C to C

Desktop C solver

Embeddable code

 No dynamic memory allocation
 Division-free

This is what gets called…



Code generation results

OSQP

300x
Reduction

!

Compiled code size ~80kb (low footprint)

GUROBI

CPLEX

Self-contained and simplified 
directory structure

Workspace
data



OSQP is integrated in CVXPYgen

Code generation for parametric convex 
optimization

https://pypi.org/project/cvxpygen/

Example

[Embedded Code Generation with CVXPY. Schaller, Banjac, Diamond, Agrawal, Stellato, 
and Boyd IEEE Control Systems Letters 2022]
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Modular Linear Algebra

Math Kernel Library 
(MKL)

Goal: easily switch between compute runtimes/systems



Modular Linear Algebra Backends

Available in 1.0:

Standard CSC (hand-coded C)

Nvidia CUDA[1]

Intel MKL

Experimental:

Sparse FPGA kernels[2]

Future:

GraphBLAS

Sycl/oneAPI

ROCm

...

[1] M. Schubiger, G. Banjac, and J. Lygeros, “GPU acceleration of ADMM for large-scale quadratic programming,” Journal of Parallel and Distributed Computing, vol. 144, pp. 55–67, 2020.
[2] M. Wang, I. McInerney, B. Stellato, S. Boyd, & H. Kwok-Hay So, “RSQP: Problem-specific Architectural Customization for Accelerated Convex Quadratic Optimization,“ International Symposium on Computer Architecture (ISCA) 2023,
     Orlando, FL, USA, Jun. 2023. (To appear).



Modular Linear Algebra from Python
One-line import change Setting in object constructor

It works 
with CVXPY



Modular Linear Algebra from Julia

One-line import change

It works 
with JuMP



Comparisons of different algebras

CUDA is 
much faster

CPU: Intel Xeon W-2255, 3.70GHz                                 CUDA GPU: NVIDIA T1000                                    MKL: AVX512 support with 10 threads
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Derivatives computation in C

Implicit neural network architecture

Predictions Loss

Many applications
control, robotics, optimal-transport, 

meta-learning…

Can model 
decision-making 
and constraints

However, no QP solver 
supports derivatives 
internally (from C)!

For learning, we need to compute 
derivatives (backpropagate)



Differentiating through QPs

Optimality conditions

stationarity

complementary 
slackness

Goal

primal/dual 
solution



Differentiating through convex optimization 
problems primal/dual 

solution

Implicit function theorem

linear system 
solution

[Differentiating through a cone program. Agrawal, Barratt, Boyd, Busseti, Moursi. 
Journal of Applied and Numerical Optimization 2019]

[Differentiable Optimization-Based Modeling for Machine Learning. Amos. 
PhD Thesis 2019]



Derivatives computation directly in C
Import and define Pytorch layer

Still work in progress! 
(To be integrated with CVXPYLayers and Flux.jl)

Inside, it is calling this
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OSQP 1.0 – Beta Released!

github.com/osqp/{osqp,osqp-python,OSQP.jl}

http://github.com/osqp
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